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ABSTRACT

The wide acceptance and the data deluge in the bioinformatics and medical imaging processing require more efficient and application-specific systems to be built. Due to the recent advances in FPGAs technologies, there has been a resurgence in research aimed at the design of special-purpose accelerators for standard computer architectures. In this paper, we exploit this trend towards FPGA-based accelerator design and provide a proof-of-concept and comprehensive case study on FPGA-based accelerator design for a single-particle 3D reconstruction application in single-precision floating-point format. The proposed stream architecture is built by first offloading computing-intensive software kernels to dedicated hardware modules, which emphasizes the importance of optimizing computing dominated data access patterns. Then configurable computing streams are constructed by arranging the hardware modules and bypass channels to form a linear deep pipeline. The efficiency of the proposed stream architecture is justified by the reported 2.54 times speedup over a 4-cores CPU. In terms of power efficiency, our FPGA-based accelerator introduces a 7.33 and 3.4 times improvement over a 4-cores CPU and an up-to-date GPU device, respectively.
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1. INTRODUCTION

Due to the limiting factors of the memory wall and the power wall, in recent years, the performance gains from general-purpose CPUs are diminishing. Using of alternative devices rather than general-purpose CPUs to accelerate computing-intensive applications has gained renewed interests. By introducing specialized co-processors, configurable data path and customized memory system with respect to applications’ characteristics, application-specific hardware design provides a promising way to tweak performance within a given silicon budget.

However, limited by the device capacity and the high implementation cost, the typical uses of FPGAs are usually restricted to either simple and small applications, such as RSA and FIR, or key kernels of applications, such as the molecular dynamics [1]. Recently, due to the advances in modern FPGA technologies and the emergence of fast floating-point and elementary function libraries [2], there has been a resurgence in research aimed at accelerator design that leverages FPGAs to accelerate large-scale scientific applications. We exploit this trend towards FPGA-based accelerator design and propose a data path configurable stream architecture that focuses on separated design strategies for computing and memory flows. In particular, we introduce our work on accelerating a large-scale scientific application, called EMAN [3], which is an open source software package for single-particle 3D reconstruction from Cryo-electron microscopy images, on our customized FPGA accelerator card.

EMAN is composed of hundreds of time-consuming kernels showing diverse computing features. How to integrate kernel implementations under a unified framework determines the extent to which the application can be accelerated on FPGA. One the other side, the overall execution time of applications is often dominated by the efficiency of their data access patterns [4]. One of the main complexities for application-specific memory system design is how to support the kernel dominated data access patterns. An alternative solution to this problem is to take into account how to share data across kernels. However, the integration of multiple kernels with various functions under a unified framework and providing an efficient data exchange mechanism among them are both proven to be challenges. To address these concerns, we introduce a hybrid memory controller, which is characterized by its support for explicit pattern-based data accesses. The memory system can be viewed as both a
framework for creating data access patterns and a runtime system that assists the construction of data flows.

Our stream architecture is designed by first offloading computing-intensive software kernels to dedicated hardware modules. Then configurable computing streams can be constructed by arranging the hardware modules and bypass channels sequentially. Various software functions can be implemented by a single computing stream by activating different hardware modules. For complex work, the computing flow needs to be executed and emulated in a multiple step procedure, in which the data path of each step differs. This work provides a proof-of-concept and comprehensive case study on FPGA-based accelerator design for a large-scale scientific application, which emphasizes the importance of optimizing data access behaviors. The contribution of this work is three-fold:

- We propose a coarse-grained stream architecture for accelerating a real complex application. The stream architecture is designed based on the key observations of classification of various kernels. Built upon typical computing and data access modules, the modularized design method improves coarse-grained modular reuse.
- We apply software-hardware co-design approach to build an efficient map between EMAN algorithm and FPGA architecture. Especially, we develop a novel hybrid memory controller featuring the ability to do computing dominated and pattern-based data accesses.
- Our customized accelerator is implemented as a FPGA accelerator card. The efficiency and feasibility of the proposed architecture are justified by the reported 2.54 times speedup over a 4-cores CPU. Comparing to a GPU-CUDA based version, our accelerator improves power cost by 3.4 times.

The rest of this paper is organized as follows. The background of single-particle 3D reconstruction and EMAN are introduced in Section II, followed by introduction to system design in Section III. Section IV explains the software and hardware co-design flow. The experimental results are discussed in Section V, whereas Section VI lists related work. Finally, we conclude our work in Section VII.
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**Algorithm 1:** Reconstruction Algorithm

1. while model $T$ not converged do
2.   generating $M$ projections of $T$;
3.     // particle classification
4.     foreach $i \in N$ particles in images do
5.       for $j \in M$ projections do
6.         // rotationally and translationally aligns
7.         // each particles to projected reference
8.         RTFAlign$(i, \beta)$;
9.       // class averaging
10.      foreach particles $i$ in class $j$ do
11.        RTFAlign$(i, \text{average}_j)$;
12.     // generate an initial class average
13.     Initialize();
14.     foreach particles $i$ do
15.       RTFAlign$(i, \text{average}_{\text{initial}})$;
16.     // remove particles with less similarity
17.     Remove();
18.   Build3D(); // build 3D model

![Algorithm 2: RTFAlign Algorithm](image)

**Algorithm 2:** RTFAlign Algorithm

// step 1. rotational alignment
1. MCF $(i)$; // autocorrelation function
2. MCF $(i')$; // flip’s autocorrelation function
3. unwrap $();$ // rectanglar coordination to polar one
4. CCF $();$ // cross correlation function on x-dimension
5. Rotate $();$ // rotates with the best rotation angle
// step 2. translational alignment
6. CCF $();$ // cross correlation function with reference
7. Translate $();$ // translates image with the maximal CCF
// step 3. score and select the most similarity one
8. dot $();$ // scores the rotational & translational alignment

2. SINGLE-PARTICLE 3D RECONSTRUCTION AND EMAN

**EMAN** is a software package designed to handle nearly all aspects of the single-particle 3D reconstruction, such as particle selection, particle alignment, 3D model projection/reconstruction and etc. The single-precision floating-point format is used to store input data and intermediate result. In single-particle 3D reconstruction for Cryo-EM images, the algorithm first generates a preliminary 3D model based on amount of particles (images), which are selected from scanned raw micrographs. The preliminary model is used as the starting point for the refinement loop. A refinement procedure for the final 3D image is a model-based iteration. True convergence is achieved when the model remains unchanged for several successive iterations. The refinement loop outlined in the right half of Figure 1.

Algorithm 1 illustrates the pseudo-code of the refinement algorithm. The iteration of refinement is a sequential process because current refinement depends on the model generated in previous iteration. However, abundant of parallelism is observed within each refinement procedure. Since the operations of classification and averaging are similar, the same parallelization can be applied. For simplicity of presentation, we only present the analysis of classification (line 3-5).

Note that a common procedure of particle classification is rotational and translational alignment (RTFAlign in Algorithm 2), which occupies over 95% of total execution time. Therefore, in this paper we focus the discussion on FPGA acceleration of the particle alignment only.

Even accounts for only a small fraction of EMAN, particle alignment still contains hundreds of kernels and tens of parameters. However, based on partial evaluation and runtime profiling, we can classify the 23 identified kernels into...
3 categories: computing kernels, memory kernels and flow kernels. For simplicity of presentation, as given in Table 1, we combine some computing kernels into one kernel, thus reduce the number of computing kernels to 7.

3. MODULE-BASED SYSTEM DESIGN

A key observation underlying our stream architecture is that the kernels of *EMAN* can be broadly classified into 3 categories: computing, memory and stream.

The design of our system is geared towards architecture support that assists the implementation of each kernel category. The kernels in *EMAN* will be mapped to dedicated hardware modules on FPGA. Computing modules are used to wrap arithmetic operations, whereas memory modules are used to implement data accesses as well as related address calculation. The stream module, which incarnates concrete program functions, is composed of several computing and memory modules. In following sections, the stream architecture will be discussed in detail, which covers the topic of how to extract and classify target kernels for acceleration from *EMAN*, how to implement each kind of hardware module and how to map a complex computing flow to a stream module in hardware.

### 3.1 Kernel classification

There are hundreds of kernels in *EMAN*, along with computing-intensive kernels, there also exist kernels that merely containing either trivial data accesses or kernel invocations. Table 1 summarizes the data-parallel kernels in *EMAN* and the workload descriptions.

- **Memory**: Memory kernels are of limited use in their own right, by which we mean that they must be combined with computing kernels to deliver on practical functions. However, the efficiency of memory access can exert profound impacts on overall system performance. For example, FFT is the only kernel that uses the bit reversal memory access pattern, which gives poor data locality on CPU. The data access patterns, which are extracted by analyzing the memory address sequences of computing kernels, will be implemented with a unified data flow module (DFM). By introducing the DFM, it becomes possible for computing modules to do pattern-based data accesses. The topic of how to extract data access patterns is covered in Section 3.3, whereas Section 4.3 introduces the DFM in detail.

- **Computing**: With respect to loop boundaries, computing kernels are manually composed of one or more loop statements. Instead of implementing them as heterogeneous and inflexible modules that directly work on raw memory controller interface, two additional steps are used to facilitate the implementation of computing kernels: 1) Data access patterns are expressed in the form of either fix-step counters (regular patterns) or mapping tables between iteration indices and requested memory addresses (irregular patterns); 2) All data access patterns will be implemented collectively with the DFM introduced previously. Section 3.4 discusses various issues related to kernel implantation.

- **Stream**: Stream kernels provide the specification of assembling computing and memory kernels to form large and complex computing streams. The computing flow of *EMAN* is relatively simple and regular, which makes it possible to construct computing streams as linear pipelines. Section 3.4.3 gives a concrete example of implementing the MakeRFP stream kernel.

### 3.2 System Architecture

Before we introduce the hardware implantation in detail, let us first take a glimpse of the system architecture. Figure 2 gives a broad view of our stream architecture, on which the aforementioned 3 kernel categories will be implemented. The core of the system is a hybrid memory controller, whereby on-chip and off-chip memory devices are managed with a single virtual address space. Different memory devices can be explicitly accessed by specifying exclusive memory addresses. A unique feature of the hybrid memory controller is the inclusion of 2 dedicated data flow modules (DFMs), which can be used to map various data access patterns extracted from computing kernels. Intuitively, the overhead of data transfer can be hidden by overlapping them with the computing. In order to achieve this overlap, we integrate a data pre-fetch unit in the memory controller, which can be

<table>
<thead>
<tr>
<th>Name</th>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCF</td>
<td>Computing</td>
<td>Autocorrelation</td>
</tr>
<tr>
<td>CCFX</td>
<td>Computing</td>
<td>Cross correlation on x-dimension</td>
</tr>
<tr>
<td>CCF</td>
<td>Computing</td>
<td>Cross correlation with reference</td>
</tr>
<tr>
<td>Unwrap</td>
<td>Computing</td>
<td>Rectangular coordination to polar one</td>
</tr>
<tr>
<td>Rotate</td>
<td>Computing</td>
<td>Rotates with the best rotation angle</td>
</tr>
<tr>
<td>Translate</td>
<td>Computing</td>
<td>Translates image with the maximal CCF</td>
</tr>
<tr>
<td>DOT</td>
<td>Computing</td>
<td>Scores the rotational &amp; translational alignment</td>
</tr>
<tr>
<td>Clip &amp; Zero Padding</td>
<td>Memory</td>
<td>Change the size of images by clipping and padding</td>
</tr>
<tr>
<td>Rot180</td>
<td>Memory</td>
<td>Rotate image by 180°</td>
</tr>
<tr>
<td>hFlip</td>
<td>Memory</td>
<td>Flip images horizontally</td>
</tr>
<tr>
<td>Shift</td>
<td>Memory</td>
<td>Translate image by given 2D offset</td>
</tr>
<tr>
<td>Bit Reversal &amp; Transposition</td>
<td>Memory</td>
<td>Used in FFT kernels</td>
</tr>
<tr>
<td>Matrix Transposition</td>
<td>Memory</td>
<td>Used in the row-column 2D FFT kernels</td>
</tr>
<tr>
<td>RTFAAlign</td>
<td>Stream</td>
<td>Align images using RTAlign and hFlip</td>
</tr>
<tr>
<td>RTAlign</td>
<td>Stream</td>
<td>Align images using Rotate, Translate, CCFX, CCF and DOT</td>
</tr>
<tr>
<td>MakeRFP</td>
<td>Stream</td>
<td>Calculate the rotating footprint using MCF and Unwrap</td>
</tr>
</tbody>
</table>
configured to do forward as well as backward pre-fetching at the granularity of image line. Section 4.2 gives more details about the hybrid memory controller.

The configurable computing streams are constructed by arranging the hardware modules and bypass channels to form a linear deep pipeline. Figure 4 illustrates the proposed computing stream to accelerate the RTAlign kernel. Along with two DFMs that lie in the memory controller, DFM can also be placed in the computing stream. For example, in Figure 4, there are two data re-order modules (used for data flow permutations) in the 2D FFT kernel. Multiple computing streams can coexist with each other, the port adapters are used to switch the data path between memory controller and computing streams.

Our system is configurable in two aspects by means of writing corresponding control registers: 1) The data path of the computing stream can be controlled to bypass some stages. As a result, a computing stream can be used to implement various program functions; 2) By configuring the DFMs and the data per-fetch unit, the memory controller can be controlled to do pattern-based data access.

3.3 Separating computing flow from data flow

In practice, most applications, including EMAN, are rarely developed to take the aforementioned 3 kernel types into consideration. It is the responsibility of the compilers and the cache system to optimize the computing and data accesses. Therefore, in most applications, it is a common phenomenon that computing and data accesses are entangled with each other.

The separation between computing flow and data flow manifests itself across two dimensions: 1) The performance of applications is deeply influenced by the ability to overlap computing with data accesses [4], by separating data flow from the computing flow, some advanced data pre-fetching and reordering strategies can be utilized; 2) A lot of data accesses of an application are highly structured, for example, data accesses within loops are often subscripted by loop indices, which results in either sequential or stride data access patterns. The cost to implement computing kernels can be greatly reduced by insulating memory read/write operations for separate consideration. In this way, computing kernels can be abstracted as black boxes with FIFO data in and FIFO results out. However, at the first place, extract-

Figure 2: System architecture overview.

3.4 Kernel implementation

Due to the complexity of EMAN, as explained in previous sections, it is unpractical for us to implement the entire computing flow as a single unit. On the other hand, considering the high design and debugging cost of using FPGAs, we argue that it is not a cost effective way to implement some kernels of EMAN on FPGAs, such as 3D-FFTs, heuristic particle selection and etc. Therefore, the performance of the FPGA-based accelerator will be dictated to a large extent by the ability to evaluate, extract and offload the most beneficial parts of the application. Runtime profiling indicates that, the RTAlign kernel that occupies over 95% of total execution time is the foundation, on which the process of particle classification (Classesbymra) and alignment (Classesalignt2) are built. In following part, we limit our discussion to FPGA acceleration of the RTAlign kernel only.

In follow sections, three representative kernels, mixed radix 2D FFT, matrix rotation by 180° and the RTAlign stream kernel will be used to demonstrate how to implement each kind of software kernel in our system.

3.4.1 Computing kernel

The computing kernel implementation is built upon a one-
3.4.2 Memory kernel

In order to improve alignment sensitivity, along with the reference particle, input images will be compared with up to 3 mirror images in EMAN. In CPU implementation, these mirror images are generated by time-consuming memory copies, which introduce misses in data cache and exert severe impact on application performance. With the support of our memory controller, the Rot180 kernel in Table 1 can be implemented in following steps: 1) Backward pre-fetch image line-by-line; 2) Buffer an entire line; and 3) Output the buffered line in reverse order. In this way, only one copy of reference image is stored in memory, other mirror images can be generated on-the-fly.

Table 2: Computing steps of the MakeRFP kernel.

<table>
<thead>
<tr>
<th>#</th>
<th>Function</th>
<th>Activated Modules</th>
<th>Memory Controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1D FFT 2D FFT</td>
<td></td>
<td>I: interleave/ O: column write/ deinterleave</td>
</tr>
<tr>
<td>2</td>
<td>1D FFT 2D FFT/Post-Vertical Rotate</td>
<td>O: column write/ deinterleave</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1D IFFT 2D FFT/Pre-Vertical Rotate</td>
<td>O: column write</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1D IFFT R2C</td>
<td></td>
<td>I: interleave</td>
</tr>
<tr>
<td>6</td>
<td>1D IFFT 2D FFT/Flow Split</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Unwrap Rotate/Translate</td>
<td>I: clip/random access</td>
<td></td>
</tr>
</tbody>
</table>

1 For input, O for output memory access patterns.
2 Reading two operands from two separated addresses.

3.4.3 Stream kernel

Figure 4 illustrates the computing stream built to accelerate the RTAlign kernel. The computing and memory modules are separated by runtime configurable bypass switches. The data flow modules (DFM) in the 2D FFT kernel are used to support data flow permutations between FFT stages. Along with the control signals for function selection (for example, the module for dot production can also be configured to do accumulation), signals for switch configuration are wrapped in runtime configurable registers. Different functions can be fulfilled by activating the required modules while bypassing the others.

If a computing flow is complex and cannot be implemented with a single data path configuration, the function can be emulated by means of activating the computing stream multiple times with a different data path each time. For ex-
ample, it is needed to configure the stream pipeline 6 times to implement the MakeRFP kernel. Table 2 gives the function of each step, the activated modules and the involved data access patterns in detail. The 2D FFT/IFFT process is based on the row-column algorithm, which requires invoking the 1D FFT module twice.

4. HARDWARE/SOFTWARE CO-DESIGN

In order to achieve the best performance, the original computing flow of EMAN needs to be redesigned to be aware of the architecture features of FPGAs. We resort to a software and hardware co-design flow, which addresses the problem from both the software side (Section 4.1) and the hardware side (Section 4.2), to deliver on our performance goals.

4.1 Application redesigning

The computing flow of EMAN can be redesigned as a phased computing stream, which coincides with the fine-grained configurability of the FPGA and enables the possibilities to build coarse-grained deep pipeline for achieving high spatial parallelism. However, EMAN is largely written with C++ language, which heavily relies on templates, objects and pointers. These language features are great for high-level application design; however, they are in conflict with the semantics and syntax of Hardware Description Language (HDL), on which the FPGA designs are built. Therefore, it is needed to introduce computing flow modification that removes all high-level language features that got in the way of FPGA acceleration. On the other hand, we rely on loop fusion/fission and data layout optimization to reduce the number of kernel stages and improve data locality, respectively.

4.1.1 Computing flow optimization

The optimization of the computing flow consists of 3 steps: 1) Code rewriting that removes high-level language features and unreachable code (different computing paths); 2) Explicitly memory allocation that determines the input and output addresses for kernel invocations; 3) With respect to function boundaries, the original computing flow will be divided into phases. Among these motivations for computing flow partitioning, here are 2 that particularly stand out. First, a small FPGA can be used to simulate a large computing flow that otherwise would be too big to fit in. Only a part of a large computing flow needs to be presented on FPGA each time, the area consumption can be reduced considerably. Second, for a periodic computing flow (loop statements), the overhead of pipeline fill/drain as well as kernel invocation can be reduced. For example, as illustrated in Figure 5(a), the computing flow of RTAlign consists of 3 functions: MakeRFP, RotAlign and TransAlign, which will be invoked periodically and sequentially for each image. By applying the computing flow partitioning, Figure 5(b) shows that it is possible to invoke each kernel only once. As a result, if each of the 3 kernels needs a separated configuration, the number of FPGA configuration can be reduced from 12 to 3. The importance of doing computing flow partitioning will be further justified in following section.

Figure 5: Modification on computing flow. The modified computing flow is organized in phases.

4.1.2 Kernel partitioning

By applying the modifications in previous section, the computing flow will be divided into separated phases that contain one or more loop statements. Each computing phase will be transformed to a data flow graph (DFG) at the granularity of loop statements, and finally mapped to a computing module in Figure 2. Illustrated in Figure 6, in order to reduce the number of stages of computing phase, we apply the well-accepted optimization of loop fusion and fission, which corresponds to node splitting and node combining of the computing flow, respectively.

Limited by the size of on-chip memory, it is important to take into account of fine-grained partitioning strategies within computing kernels. For example, we applied the row-column algorithm to implement 2D FFT/IFFT process, in which row-oriented 1D FFTs are executed before moving to column-oriented 1D FFTs. Therefore, it is need to cache the entire image on-chip (for an image of 512 × 512 32 bit pixels, it corresponds to 1 MB storage) to implement a fully pipelined computing module, which easily exceeds the on-chip memory limitation of the FPGA and renders this approach impractical. Motivated from the fact that images are processed in batch, the overhead of splitting the 2D FFT/IFFT nodes can be amortized. Therefore, as illustrated in Figure 6, the computing flow of MakeRFP can be further partitioned into 3 phases. On the other hand, it is beneficial to combine adjacent loop statements to get more compact computing nodes. For example, each circle in Figure 6 represents a loop statement (nested loop is allowed) in source code. The 3 loop statements in phase 2 can be merged as a single loop with a trivial branch.

4.1.3 Data layout optimization

To facilitate the analysis of data access patterns, as illustrated in Figure 7, we propose an optimization to improve data layout and structure in EMAN. Along with some housekeeping parameters, the time domain data, the frequency
domain data and the rotational footprint (RFP calculated on-the-fly by MakeRFP), are uniformly wrapped in the same EMData object. In original EMAN, different data blocks are scattered in memory space. Considering the phased computing flow introduced previously, it is easier to justify spending an optimization step that clusters data by their types. By collecting separated data with the same type into continuous arrays, it becomes straightforward to map data blocks to fixed addresses in FPGA address space.

4.2 Memory system design

For applications, such as EMAN, that can be expressed at the granularity of loop statements and are data-intensive, investigating the possibilities of pattern-based data accesses is of paramount importance. The performance of the FPGA-based accelerator is largely dominated by the ability to support various data access patterns. The problem is compounded by the fact that data access patterns are usually entangled with the computing flow (address calculation based on loop indices). Our response to these concerns is a hybrid memory controller, which is designed to support pattern-based data accesses. The memory controller is both a framework for creating modularized data access functionalities as well as a dynamic runtime that assist the construction of the data path.

The memory controller used in our system is a hybrid one, in which off-chip DRAM, SDRAM and parts of the on-chip BRAMs are managed with a single virtual address space. From the viewpoint of high-level users, data accesses on each kind of storage can be controlled explicitly by invoking write/read operations at the corresponding addresses in memory space. The configuration of the virtual memory space is controlled by software and can be changed online. In a typical memory space configuration, the lower address space is controlled by software and can be changed online. The configuration of the virtual memory system design is illustrated in Figure 9, where the BRAMs, address generator, configurable counter and flow control logic, to support pattern-based data accesses. As illustrated in Figure 8, the 4 BRAMs are organized into 2 groups and configured to work as a Ping-Pong buffer. When one group is buffering data in current phase, the other group will be used to provide data that are buffered in previous phase. The data rate between input and output of the computing stream may become unmatched; therefore, it is necessary to provide a backward flow control mechanism, which is implemented by monitoring the back-pressure signals of the computing stream.

The extracted data access patterns are used to configure the DFMs as well as the data pre-fetching unit in memory controller. In particular, the DFMs can be controlled by varying address generation logic, data width, port number and data format converter. For example, in Figure 8, data access patterns in form of fixed-step counters (regular data access patterns) will be implemented with the counter logic by means of setting the counter range and step. In contrast, the address mapping arrays (irregular data access patterns) will be used to load the address BRAM in the write/read address generator. Various data access patterns can be achieved by configuring the address BRAM with different address sequences.

4.3 Configurable data flow module

We rely on a data flow module, which is built upon on-chip BRAMs, address generator, configurable counter and flow control logic, to support pattern-based data accesses. As illustrated in Figure 8, the 4 BRAMs are organized into 2 groups and configured to work as a Ping-Pong buffer. When one group is buffering data in current phase, the other group will be used to provide data that are buffered in previous phase. The data rate between input and output of the computing stream may become unmatched; therefore, it is necessary to provide a backward flow control mechanism, which is implemented by monitoring the back-pressure signals of the computing stream.

The extracted data access patterns are used to configure the DFMs as well as the data pre-fetching unit in memory controller. In particular, the DFMs can be controlled by varying address generation logic, data width, port number and data format converter. For example, in Figure 8, data access patterns in form of fixed-step counters (regular data access patterns) will be implemented with the counter logic by means of setting the counter range and step. In contrast, the address mapping arrays (irregular data access patterns) will be used to load the address BRAM in the write/read address generator. Various data access patterns can be achieved by configuring the address BRAM with different address sequences.
the write/read address generator, which is loaded with the interleave \( N \times 2 \) \( (N \) is the width of an image line) content in advance, is used to generate addresses to read the data buffer. In this way, two image lines can be interleaved by reading the data buffer with respect to the content in the address BRAM. Along with the 4 address contents illustrated in Figure 9, new data access patterns can be generated on-the-fly. The primary drawback of using the indirect address mapping is that it introduces extra on-chip storage overhead. However, for this problem, the length of the address sequence is relatively short, which makes the cost of additional storage affordable. For example, the longest address sequence in our system comes from the 8960 FFT module, which requires an on-chip storage as large as 15.312 KB \( ([\log(8960)] \times 8960) \).

The ability to do column-oriented writing is the major factor that contributes to the performance speedup of our system. However, the data path of the DRAM (128 bit) and SDRAM (256 bit) are both wider than current computing data path (64 bit). The DFM is used, on one side, to mitigate the data path differences by buffering 2 (4) columns before offload data to DRAM (SDRAM). On the other hand, the DFM is used to generate the column-oriented writing addresses, which can be easily mapped to the counter logic with modulo \( N \) (pixel number of an image) operation.

5. EXPERIMENT RESULTS

5.1 System and Experiment Setup

The proposed stream architecture is implemented and evaluated on our customized FPGA accelerator card. Along with various off-chip memory storage, the accelerator card, which communicates with the host CPU via PCIe gen1 interface, is composed of two FPGA chips. The computing stream is implemented on the computing node (Xilinx XC5VLX330-1), while functions related to configuration and data transferring are offloaded to the control node (Xilinx XC5VLX70T). The performance and area of the accelerator design on computing node are evaluated with Xilinx ISE 11.4 [18].

The CPU-based EMAN (single-threaded) is evaluated on a 4-cores 2.27GHz Intel Xeon E5520 and compiled with the latest Intel compiler. The sequential EMAM program is parallelized to 4 threads with the OpenMP. With our best effort, EMAN is also optimized on two GPU devices: the GeForce 8800 (G80) and the Fermi Tesla C2050 (GTX480). The G80 consists of 16 streaming multiprocessors (SMs), which contain eight streaming processors (SPs) each. The SPs within a SM run at 1.35 GHZ and share a 16 KB on-chip memory, whereas all SMs share the 1 GB global off-chip memory. The GTX480 has 448 cores organized into 14 SMs, which can concurrently execute multiple warp blocks. Each SM in GTX480 has a set of registers and a 64 KB local storage, which can be configured as 16 KB L1-cache and 48 KB shared memory. All SMs share a unified 768 KB L2-cache and the 3 GB global memory.

Full system power is measured with the Fluke Norma 4000 Power Analyzer [19]. Similar as the method proposed in [16], we only consider the dynamic power, which is measured as difference between active and idle power.

5.2 Kernel performance

Figure 10 compares the execution time of the kernels listed in Table 1. Measured in terms of speedup over single-threaded CPU, the speedup of kernel implementation on FPGA varies from 2 times \( (\text{Max}) \) to 12 times \( (\text{CCFX}) \). We observe that kernels can achieve different speedup even with a similar computing flow. For example, the Rotate and Unwrap kernel in Table 1 exhibit a similar computing flow. The coordinate transformation of Unwrap, however, spans only one half of an image, which contributes to the reported lower speedup when compared with Rotate.

The performance of GPU can be greatly influenced by the data parallelism degree. For example, due to the inefficiency of parallelism degree, the CCFX kernel that executes only 1D FFTs achieves a low speedup on GPUs when compared with the MCF and CCF kernels that contain extensive 2D FFTs. Due to the advantages of frequency and bandwidth of the GDDR memory, except for 2 kernels \( (\text{CCFX and Translate}) \), the performance of using GPU is clearly better than FPGA. On the other hand, the GDDR memory on GPUs, which are optimized for sequential data accesses, incurs a high performance penalty for irregular data access patterns in kernels such as Translate. The performance of GTX480 is always better than the obsolete G80. The speedup of using OpenMP to parallelize EMAN on CPU ranges from 1.6 times \( (\text{Translate}) \) to 3.5 times \( (\text{MCF}) \). With the increase in image size, the speedup of using OpenMP, FPGA or GPU will get improved marginally because of the increased data-level parallelism.

5.3 Application speedup

Table 3 shows the total execution time of a single iteration step of the 3D reconstruction process. The FPGA outperforms the 4-cores CPU by 2.54 times, while the GTX480 further outperforms the FPGA by 3.76 times. Workload in EMAN increases quadratically with increasing image size. However, the arithmetic intensity remains unchanged; therefore the increased workload cannot be utilized to introduce further performance improvement. For FPGA-based designs, the total execution time increases about 3 times when image size changed from 256 to 512. The improved speedup over CPU is largely attributed to the performance degradation on CPU. In contrast, large image can easily saturate the 448 cores in GTX480, which accounts for the 2x speedup. We consider that the FPGA and GPUs are more beneficial for Cryo-EM 3D reconstruction on large images.

<table>
<thead>
<tr>
<th>Table 3: Execution time (milliseconds) and speedup (normalized to single-threaded CPU).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-256</td>
</tr>
<tr>
<td>CPU×1</td>
</tr>
<tr>
<td>CPU×4</td>
</tr>
<tr>
<td>G80</td>
</tr>
<tr>
<td>GTX480</td>
</tr>
<tr>
<td>FPGA</td>
</tr>
</tbody>
</table>

5.4 Power consumption

Table 4 lists the measured static, dynamic and working power of each device, where the static power is measured as idle power and the dynamic power is averaged across the entire execution. The working power, which is calculated as the difference between dynamic and static power, is used in following power analysis. It has long been noticed that the
FPGA can be used to build standalone devices, which are efficient than the PCIe-based accelerator card considered in this paper. When measuring the power of system configuration with either FPGA or GPU card, in order to get an accurate evaluation, we subtract the power consumption in the host PC. And, for simplicity, we assume that the host PC remains idle during the execution of the accelerator cards. The power cost, which is computed as

\[
Power\ Cost = Working\ Power \times Execution\ Time, \ (1)
\]

is defined as the energy consumed by useful computing work and measured in millijoule. The multi-threaded EMAN introduces a 3.92 times speedup at the cost of 27% increase in working power; however, with reduced total execution time, the power cost of using 4 threads is only 48% of single-threaded EMAN. The result shows that our accelerator card outperforms the CPU and GPU by 7.33 times and 3.4 times. Moreover, it is worth to note that the GTX480 chip is built with 40nm process, while the Virtex5 FPGA used in this paper is built with the less efficient 65nm process. We argue that the performance and power cost of our FPGA-based accelerator can be further improved by upgrading to the Virtex6 and Virtex7 families.

### Table 4: Power consumption analysis

<table>
<thead>
<tr>
<th>Device</th>
<th>Static</th>
<th>Dyn.</th>
<th>Working</th>
<th>Power (millijoule)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTX480</td>
<td>53W</td>
<td>147W</td>
<td>94W</td>
<td>547mJ</td>
</tr>
<tr>
<td>FPGA</td>
<td>7W</td>
<td>20W</td>
<td>13W</td>
<td>160mJ</td>
</tr>
<tr>
<td>CPU x1</td>
<td>89W</td>
<td>119W</td>
<td>30W</td>
<td>2426mJ</td>
</tr>
<tr>
<td>CPU x4</td>
<td>89W</td>
<td>127W</td>
<td>38W</td>
<td>1173mJ</td>
</tr>
</tbody>
</table>

### Table 5: FPGA Resource Consumption

<table>
<thead>
<tr>
<th></th>
<th>DSP48Es</th>
<th>LUT-FFs</th>
<th>BRAMs</th>
<th>Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MakeRFP</td>
<td>106(55%)</td>
<td>56.5K(27%)</td>
<td>140(48%)</td>
<td>180MHz</td>
</tr>
<tr>
<td>RTAlign</td>
<td>140(72%)</td>
<td>55.5K(23%)</td>
<td>133(46%)</td>
<td>180MHz</td>
</tr>
</tbody>
</table>

### 5.5 Area and frequency

Two of the most time-consuming stream kernels of EMAN are implemented as separated computing streams: MakeRFP and RTAlign. The area consumption and frequency of each stream are summarized in Table 5. In practice, the two streams share a lot of common blocks and can be combined to form a more compact stream. However, the two computing streams will be executed on separated FPGA accelerator card, which renders such kind of combination of little interests for now.

### 6. RELATED WORK

Using of 2D images to predicate and reconstruct a 3D model is a well-accepted method applied in disciplines of medical imaging, bioinformatics, multimedia and etc. In [12], the authors introduce and discuss the design of the software architecture for a 3D reconstruction system in medical imaging. The importance of using different hardware platforms to accelerate corresponding parts of the algorithm is noticed, however, no concrete accelerator design considerations are included in their work. Compared with the Cryo-electron microscopy 3D reconstruction, the computed tomography (CT) reconstruction is a much popular topic in literature. Due to the advances in the GPU technologies, accelerating the CT reconstruction on GPUs is an active research topic. In [14], the authors introduced a real-time 3D reconstruction system for x-ray CT on the GeForce 8800GTX. The results prove that GPU is very suitable for CT reconstruction. A FPGA-based accelerator is also introduced in [15], in which the authors noted that the memory accesses is a crucial point for CT reconstruction on FPGAs.

Our previous work on accelerating the EMAN on heterogeneous cluster described the possibilities of optimizing kernels on the G80 architecture [7]. The optimized kernels are adaptive to the new Fermi architecture [8]. The focus of this work is to exploit the power of the FPGA for further performance improvement. To our best knowledge, this is the first work on FPGA-based accelerator design for the Cryo-electron microscopy 3D reconstruction. The stream architecture on FPGAs has been widely studied in the literature [5][6]. The architecture proposed in this paper is similar to the work presented in [6], in which specialized stream units are provided to handle stream operations, the control of data stream operations can be achieved by adjusting the stream descriptor.

The background of this work is to build a heterogeneous cluster, called Chaolong-1, which contains X86 CPUs, GodsonT CPUs, GPUs and FPGAs. EMAN analyzed in this paper is one of the key applications in this system. Heterogeneous systems with co-processors are nothing new to the HPC community. The CUBE [10] is a massively-parallel FPGA-based cluster that consists up to 512 FPGAs. The Axel [11], which is built with the Xilinx Virtex-5 FPGAs and nVidia C1060 GPUs, demonstrates a collaborative environment for heterogeneous accelerators. The Convey HC-1 [17] contains 4 Xilinx Virtex6 LX760 FPGAs, which are connected to the host CPU through a FSB-based interface. The memory system of the Convey HC-1 is optimized for handling concurrent random memory accesses, which ren-
ders it perfect candidate to accelerate graph-based applications. The Cray XK6 supercomputer [20] combines Cray’s Gemini interconnect, AMD Opteron processors and NVIDIA Tesla 20-Series GPUs to create a heterogeneous cluster that can be upgraded to unleash more than 50 PFlops.

7. CONCLUSION

In this paper, we introduce a coarse-grained stream architecture, in which the computing data path is configurable at runtime. To facilitate the decompiling of the computing flow and the data flow, we resort to a dedicated data flow module (DFM) to provide the ability to do pattern-based data accesses. Complex functions can be emulated by configuring the data path of the computing stream multiple times, whereas both data operations as well as related address calculations are offloaded to the DFMs.

The stream architecture is evaluated by accelerating a large-scale scientific application, called EMAN [3], which is an open source software package for single-particle 3D reconstruction from Cryo-electron microscopy images, on our customized FPGA accelerator card. Our FPGA-based accelerator design is compared with CPU and GPU solutions. Measured in raw performance, the FPGA-based design outperforms the 4-cores CPU by 2.54 times. When compared with our previous GPU-based designs, the FPGA-based design is about 3 ~ 4 times slower. However, we argue that it is still beneficial to use the FPGA when taking the 7 ~ 8 times power improvement into consideration.

The data bandwidths of the PCIe interface (2GB) and off-chip memory devices (3.2 ~ 6.4GB) are the limiting factors that prevent our system from reaching higher performance. There are several ways to overcome this limitation: 1) upgrading current gen1 PCIe interface; 2) developing in-socket accelerator with wider memory bandwidth. The second option, which has been pioneered by the Convey HC-1 [17] system, points out our future research direction.

The overarching goal for our research is to design a heterogeneous cluster that is built with X86 CPUs as well as heterogeneous accelerators, such as GPUs and FPGAs. Although dedicated optimizations can be used to improve the performance of individual device, in order to make the heterogeneous devices working synergistically and unleash the highest aggregated computing power, a collaborative environment is still needed, in which each type of device can be used to accelerate the most appropriate work. Our previous work on job partitioning between CPUs and GPUs [8] can be considered as a primitive attempt, as an extension, we expect to include FPGAs into the job partitioning process.
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